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A Quick Review on Breast Cancer Prediction 
Using Machine Learning

Abstract
Breast Cancer, one of the prime reasons for causing deaths among females across the globe. Predicting and identifying indiscretions in breast 

certainly supports the concerned specialists to identify this deadly disease at primary stage can save the person’s life. The people affected with this 
dreadful disease known as breast cancer are susceptible to complex health issues and the mortal rate has increased day by day. Diagnosing breast 
cancer is quite laborious task and involves careful observation to screen the breast to identify irregularities in breast because of many underlying 
features. In this review, breast cancer prediction and classification using Machine Learning is studied to diagnose the breast cancer as ML tech-
niques yield promising results in classification, prediction and association rule mining. Further the review focuses on the results attained by the 
ML techniques on different kinds of data and results are reviewed in terms of accuracy, precision, recall and f-score.
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Introduction
This kind of cancer is the most prevalent in the globe, making up 

12.5% of all new cases reported each year. The most prevalent malig-
nancy in American women’s diagnoses is BC. BC accounts for almost 
30% of all newly diagnosed malignancies in women each year. One in 
eight American women, or almost 13% of all women, may eventually 
get invasive breast cancer [1]. The type of cancer is determined by dis-
tinct alterations occurring in the genes, which further impact the way 
specific body organs function. In general, there may be cysts that de-
velop in both breasts and that have altered hormonal processes as their 
source. Cancer cells first appear as a little lump that does not spread to 
the tissues around it. There are four phases of cancer spread: at stage 1, 
cancer cells grow larger and spread to other tissues. Stage 2 cancer cells 
grow larger and infiltrate neighboring nodes; stage 3 cancer cells enter 
lymph nodes; and stage 4 cancer cells spread to other organs such as 
the brain, lungs, and bones.

BC comes in a variety of forms, primarily classified as invasive or 
noninvasive. Breast cancer in situ is another name for noninvasive 
breast cancer. Noninvasive cancer has not spread from the initial tis-
sue, whereas invasive cancer has spread from the breast ducts or glands 

to other areas of the breast [2]. The use of ML techniques to diagnose 
BC and provide patients with appropriate care is highly desirable. 
Compared to normal processes, which take longer and include more 
tedious activities, ML saves time when classifying the kind of cancer 
[3]. The body of the rest of this paper is as follows: Section 2 gives a 
quick review of the literature that has been carried out for breast can-
cer prediction. Section 3 demonstrates the methodology used and the 
ML techniques that has been applied and the results attained followed 
by section 4 which concludes the review.

Review Work
A strategy to early detection of breast cancer using heterogeneous 

ensemble machine learning is presented in this research. The sug-
gested method builds the ensemble model utilizing stacking and three 
distinct algorithms: KNN, SVM and DT. It adheres to the CRISP-DM 
procedure. With the lowest log-loss of 0.56 and the highest accuracy 
of 78% at K = 20, the suggested ensemble model successfully rejected 
the null hypothesis [4]. In this study, we show how feature selection 
can be done using XGBoost structures. Breast Cancer dataset has 
been collected from the UCI machine learning repository, which has 
569 instances with 31 attributes. A classification method to predict 
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BC was proposed to classify breast cancer data into benign and ma-
lignant classes using XGBoost. It is employed as a feature selection 
approach in our case, where we extract the features from the dataset 
that it deems significant in an intuitive manner. These characteristics 
are employed in several classification methods. Testing is carried out 
to check the accuracy of the model built by the classifier. The results 
attained are assessed on various parameters like Accuracy, Sensitivity, 
Specificity, F-Measure etc. Result analysis reveals that important fea-
tures yielded by XGBoost significantly increase the model accuracy 
by 98% as compared to accuracy without feature selection of 97.10% 
compared to different classification methods [5].

Numerous studies propose the use of various machine learning 
classifiers, such as logistic regression, decision trees, and radial basis 
functions, to diagnose and separate benign tumors from malignant 
tumors [6]. Various classifiers, including Support Vector Machine, 
Naïve-Bayes, Simple Logistics, Neural Network-MLP, Random For-
est, and Decision Trees, are applied to the data set. After performing 
cross-validation, the model was trained and tested. A few factors are 
used to measure the findings and determine the correctness of the 
classification. Every classifier’s obtained results are assessed. Compar-
ing Support Vector Machine to Multi-Classifier, the former provides 
higher F-score and accuracy. In a different study, Senturk et al. em-
ployed a variety of machine learning classifiers, including SVM, linear 
regression, decision trees, naïve bayes, and MLP, to categorize and 
identify breast tumors [7]. In one of the studies done to categorize 
breast cancer, it was discovered that logistic regression had the best 
classification accuracy of 97% with an extremely low error rate of 0.14, 

followed by KNN with 95% accuracy, decision trees with 93.14% ac-
curacy, and REP trees with 92.44% accuracy-the lowest accuracy of 
all [8].

Based on Wisconsin breast cancer data taken from the UCI ML re-
pository, an effective method for identifying and proposing a cure for 
breast cancer was implemented. The results show that decision trees 
and naïve bayes fared better, achieving 93% and 95% classification ac-
curacy, respectively [9]. The authors used more than eight machine 
learning classifiers to analyze breast cancer data in a similar type of 
study. Cross-validation was done, which entails training and testing 
the model forming ten folds. When the data were examined in terms 
of sensitivity, specificity, and classification accuracy, it was discovered 
that MLP performed better than decision trees, producing the greatest 
accuracy of 96% [10].

This paper’s main goal is to determine the best imaging modalities 
and deep learning strategies that can process the large dataset and pro-
duce accurate predictions. Based on the review’s findings, the main 
methods used to classify breast cancer are mammography and histo-
pathologic imaging. Moreover, around half of the studies made use 
of public datasets, and the remaining half made use of private data 
sources. Future researchers that hope to enhance BC diagnosis models 
utilizing a variety of imaging modalities can benefit from the 13 major 
problems that the authors addressed throughout the review [11]. The 
below Table 1 shows the review carried out and the different ML tech-
niques applied by the authors to classify the BC data and results were 
analyzed mainly in terms of accuracy [Figure 1].

Table 1:  Showing Accuracy of ML Techniques applied on BC Data.

Classifier Accuracy
Simple Logistics 97.18%

XGBoost 97.10%
SVM 96.92%

Random Forest 96.50%
MLP 95.25%

Decision Trees 93.99%
Multi-Classifier 93.14%

Naive Bayes 74.12%
PART 75.17%
KNN 65.26%

Figure 1:  Showing Accuracy of ML Techniques applied on BC Data.
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Conclusion
Globally, breast cancer is the most prevalent type of cancer. Gen-

etic and inherited predispositions are among the several risk factors 
linked to the development of breast cancer. Breast cancers vary widely 
in type. Lung cancer has been surpassed by female breast cancer as the 
most prevalent cancer diagnosed globally. The death rate from breast 
cancer has declined recently in the majority of western nations, pri-
marily as a result of improved early detection and treatment methods. 
In this paper, review is carried out on classifying BC data using ML 
techniques. ML techniques yield promising results in terms of classi-
fication, prediction and associating rules and extracting knowledge. 
Among all the ML techniques, MLP-a deep neural network and XG 
boost attained maximum classification accuracies of 99% and 97% ap-
proximately.

 The prime cause for the spread of this breast cancer are observed with 
sedentary lifestyle, obesity, lack of physical exertion and excess intake 
of narcotics, hormonal abruptions, infertility, low breastfeed and gen-
etic predisposition. There are two primary categories for women: both 
elevated and average risk. According to a screening research, females 
with thick breast are at higher risk to diagnose with this deadly disease 
and was observed that an additional 4.3 malignancies per 1000 in-
stances when ultrasonography was added to mammography. Surgery, 
medication, and lifestyle changes are some of the choices available to 
women who are prone to this deadly disease and thereby can reduce 
that risk. The best method for lowering a woman’s risk of breast cancer 
is a bilateral mastectomy, which is advised for all women.
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